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- Editor’s Note

The first issue of Futurities for 2023 places the
Spotlight on robots and cobots (collaborative
robots) positing that they represent the
meeting point for collaboration and innovation.
Articles in this section include a look at robotic
assistants in the operating theatre where they
are being used to assist surgeons with joint
replacement operations, while other robots are
being developed to assist with highly complex
procedures at the microscopic scale. In
another article we look at progress that is being
made in developing robots to assist children
with special needs to learn at school, Al-
powered chatbots to provide psychologically
supportive homebased care around the clock
for people with mental health conditions, and
home assistant robots with camera vision to
assist adults with cognitive decline to perform
gveryday tasks.

In the agricultural sector, scientists are
studying the use of miniature robots combined
with Al and Machine Learning technologies to
foster the wellbeing of queen bees in the hopes
of stimulating better and more widespread
pollination of crops and plants for stronger
gcosystems, while other scientists are using
robotics to learn more about the symbiosis
between fungi and plant roots with a view to
learning how to protect and support these
processes to maintain healthy ecosystems and
lock up carbon to limit global warming. At a
more immediately practical level, Al-assisted
robots are also being used to execute the
laborious, time-intensive, back-breaking and
mind-numbing task of weeding, or for disease
detection in order to limit the use of herbicides
and pesticides and address, or to prune vines
and help address the persistent problem of the
shortage of farmhands.

The section also includes a case study
concerning an optimization process to develop
and improve the design of a legged robot to
achieve greater physical ability, versatility,
and robustness — all of which are essential
if robots are to substitute or assist humans
in either daily or dangerous tasks. The key
objective is to harness all the electrical and
mechanical components to guarantee optimal
and safe performance at a low production cost.

In our Technology Transfer section, there isa
Particleworks case study from the University of
Michigan comparing finite volume and particle
CFD simulation methods for understanding
lubrication in automotive transmissions and
axles while our Know-how section has an
industrial use case for Digital Image Correlation
from Eikosim, and a thermo-fluid dynamics
analysis of a hot water distribution

network in a paint shop. The

Research & Innovation section

includes a paper concerning

the development of a decision-

support system for smart cities

to assess and manage terrorist

threats and an overview of

some of the success stories

from the EU’s FF4EuroHPC

initiative to promote the uptake

of advanced HPC technologies

and services by funding business-

oriented experiments for European

SMBs. Our Product Peeks this month

look in greater detail at the latest releases

of Cetol 60, Multiscale.Sim and Ansys Twin
Builder.

| wish you an interesting and
informative read.

Stefano Odorizzi
Editor in chief - _

Chitf

Traditional industrial
robotics is learning from
cobot development and

taking advantage of
advances in Al-assisted

programming.
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Robots and cobots

When collaboration and
innovation combine

While some parts of manufacturing continue to make use of
traditional robots — installations in 2021 increased by a record
31% over 2020 (IFR World Robotics Report) — the collaborative
robot (cobot) industry is growing rapidly and is expected to
reach $2.2 billion by 2026 (Interact Analysis, Collaborative
Robot Market 2022 Report). This growth is largely fuelled
by their greater affordability, manoeuvrability, versatility and
adaptability; easier programmability and deployment; and the
fact that they are safer to use around people.

Cobots are being developed to make robotic-assisted work
safer for humans; easier to use without the need for specialized
programming skills and therefore more affordable even for small
companies; and to render the robots themselves more versatile
and intuitive so that human-machine collaboration is more fluid
and natural, reducing the need for human physical labour and
freeing precious human resources to be applied to activities
where they can add greater value. The humans in “cobotized”
production lines are then able to tackle a wider variety of tasks
rendering their jobs more interesting and hence more attractive.

With their greater strength, indefatigability, speed and
accuracy, cobots are already impacting activities such as
welding, assembly, picking, packing and palletizing, but their
advantages mean they are highly attractive to all manufacturers
or assemblers wishing to increase automation, error-reduction,
and modularity in their production lines. Advances in Al and
machine learning are making robotic programming simpler and
gasier, enabling customization even by non-experts and in small

and medium-sized companies. As a result, cobots represent a
straightforward solution to the worldwide shortages of skills and
labour.

Furthermore, the rapid advances in Al-supported machine
learning are allowing cobot owners to adapt their production or
assembly lines cost-effectively and rapidly to the variability and
modularity required for mass customization. Digital twins play
a fundamental role here allowing different options that integrate
cobots and other equipment to be explored and tested risk-free
after which processes can be optimized and fine-tuned using
real-time feedback and monitoring from sensors in the actual
production line to ensure the best performance and uptime
while also predicting and planning for maintenance. Combined
with Al-powered cobots, digital twins enable manufacturers of
any size to adapt quickly to market demands.

Traditional industrial robotics is learning from cobot
development and taking advantage of advances in Al-assisted
programming together with the use of sensors to render large
industrial robots more collaborative and adaptable to allow
existing implementations to be leveraged and achieve the
twin benefits of robust yet precise performance with greater
versatility.

Allied with the progress towards the industrial internet of things
and the evolutions in cloud computing, big data analytics
and 5G mobile networks, the cable-free smart factory is daily
becoming a more tangible reality.
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Designing versatile and athletic

robots with CAE

by Antonios E. Gkikakis', Federico Allione'3, Roy Featherstone?
1. Istituto Italiano di Tecnologia, Advanced Robotics - 2. Formerly Istituto Italiano di Tecnologia - 3. DIBRIS, University of Genoa

Despite recent technological advances in Artificial
Intelligence and engineering, general purpose
robots are still not a part of our everyday lives.
Robots consist of multiple electrical and mechanical
components and must possess great physical
ability, versatility, and robustness to substitute or
assist humans in either daily or dangerous tasks.

To create and deliver these types of products to
market requires realistic models and Computer
Aided Engineering (CAE) approaches to guarantee
optimal and safe performance with a low production
cost. This article presents an example of a proposed
design optimization approach with a case study.

Robots are already extensively used in various sectors of industry
and have recently found several new applications, for instance in
medicine and for inspection scenarios. Today’s technology offers
light, powerful, and precise actuators, sophisticated sensors, and
a variety of materials with amazing mechanical properties. These

available technologies mean robots can be made more versatile,
faster, and more robust than they currently are. However, the
complexity of the individual components, and their limits and
capabilities, as well as the intended use for the robot make robot
design highly challenging.

It is therefore essential to define systematic and scientifically-
based approaches to design, test, and produce robots, similarly
to what is done with other high-tech products such as satellites.
This article presents a CAE-based design approach that considers
the requirements, specifications, available resources, and
the constraints in the production line (i.e. manufacturability)
together with uncertainties in the real world (e.g. mechanical
imperfections). Achieving this requires the creation of realistic
computational models and simulations so that CAE techniques
can be effectively applied. This can lead to new or improved
robots and faster prototyping with fewer design iterations resulting
in lower production costs. The proposed approach is applied to
the case study of an athletic one-legged robot that can balance
and hop, which has been designed to explore the physical
performance of today's robotic technology.
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The robot design process
Fig. 1 presents an overview of the proposed robot design process,
which can be summarized as follows:
® (Concept and requirements.
Specifications, modelling, and simulation.
Design and behaviour co-optimization (not shown).
CAD, manufacturing, and assembly.
Prototyping.
Experimental results.

Concept and requirements
We now define the overall mechanical structure; actuation,
sensing and control technologies; what the robot must be able to
do; and how well it should do it.
® The one-legged robot presented in this article was not
designed for a specific application but rather to achieve
unprecedent performance in a variety of athletic tasks in order
to demonstrate the importance of a systematic approach to
its design.
® The robot consists of a torso, a leg, a foot, and a crossbar
that rotates out of the plane and serves to balance and steer
the robot in 3D (see image 1 of Fig. 1). The leg is connected
to the torso via a hip joint implemented as a crossed 4-bar
linkage. The hip joint is actuated via a linear drive mechanism
called a ring screw [1] and a set of fibreglass leaf springs.
Finally, the foot is connected to the leg via a spring-loaded
ankle joint.
® \We wanted to push the mechanism to its limits in order to
explore the potential of this approach. We thus decided that
the robot should meet the following requirements: a) achieve
high vertical hops, b) acrobatics, c) fast travelling hops,
d) balancing, and e) surviving a crash-landing undamaged.

Specifications, modelling, and simulation

The simulations serve as a feasibility study with the objective
of finding out whether the conceptual design really can achieve
all that we want, and how well. The conceptual design can be
changed at this or the following stages in response to findings.

The model of the robot was implemented in MATLAB and the
simulations were performed in Simulink. This study examines
movements in the 2D plane in which only the hip is actuated. The
robot and its actions can be accurately described by means of 104
parameters of which:

® 76 are design parameters, and

® 28 are behaviour parameters.

The design parameters provide a description of the complete
robot and include information about its mechanism (e.g.
kinematics, dynamics); actuators (e.g. electromechanical, and
thermal models); sensors (e.g. saturation limits); and more. The
behavioural parameters define a virtual environment to simulate
all the actions and limitations experienced by the robot during
operation. The simulation input is a set of initial conditions and

SPOTLIGHT @

a feed-forward voltage profile to control the brushed DC motor of
the hip. After a series of preliminary experiments, we defined the
following specifications:

vertical hops: up to 3m;

® acrobatics: triple backflip;

@ ftravelling: continuous travelling hops at 2.5m per hop; and
@® bhalancing on a very narrow toe at the bottom of the foot

which push the robot to its limits (i.e. the robot reaches current,
voltage and/or speed saturation to achieve many of them). To
safely reach the maximum physical capabilities of the robot we
included individual component limits, such as motor current
saturation, speed, and kinematic limits. Then, we mapped
the specifications to a multi-objective optimization problem
consisting of 13 objectives and 12 behaviour constraints. The
objectives are defined as the difference between the desired and
the achieved performance, e.g. hop height, and are conflicting in
nature, making it a challenging problem.

Design approach

The design approach is divided into two parts: a framework and
a methodology. The first is a conceptual structure for the design
study, and the second is a series of steps where CAE methods
are used to discover optimal outcomes. The following steps are
implemented in modeFRONTIER, and a thorough discussion of the
approach and the case study is presented in [2].

Optimization framework

Similar to the way a cheetah’s body enables it to run at high
speeds but is not good for climbing trees, whereas a chimpanzee's
body is good for climbing trees but cannot run very fast, this
framework was developed based on the premise that a design
and its behaviours have an inextricable relationship that can lead
to better performance in certain tasks because of physical traits
and the behaviours that evolve to exploit them. Fig. 2 presents
the two-layer optimization framework. In the first layer a global

Mechanism
Layer

Behaviour
Layer

Fig. 2. Design approach, optimization framework.

Futurities - Spring 2023




@ SPOTLIGHT

optimization algorithm (MOGA-II) generates new robot designs by
selecting the parametric values for the model. The new design
then moves to the second layer where it undergoes a series of
physical tests to determine its physical capabilities.

Each test is itself an optimization experiment (MOGA-II) in which
optimal behaviours are sought to achieve the best performance.
Finally, the best behaviours and associated performance scores
(e.g. running speed) are sent back to the first layer to be evaluated
and for new designs to be generated.

Optimization methodology
Fig. 3 shows an intuitive representation of the optimization
methodology (does not include sensitivity analysis), which
consists of five main steps:
® A DOE (Design of Experiments) is performed before each
experiment and can lead to faster convergence of the
algorithms, requiring fewer computing resources, efficient
exploitation of prior knowledge, and a higher probability of
finding the best solutions.
® A sensitivity analysis provides a deeper understanding of the
problem being investigated to guide early design decisions
and select the most important parameters to be optimized.
As a result, the computational cost can be reduced and
the manufacturing accuracy can be decided based on a
component’s sensitivity, which can potentially reduce the
production cost.
® A rough optimization using global search algorithms
generates a Pareto front of designs and their optimal
behaviours. Depending on the application or requirements,
the designer selects the design with the best trade-offs.
® The Pareto set is refined using local optimization algorithms
to improve its quality and achieve maximum theoretical
performance.
® A robustness analysis helps unveil the most robust designs
given expected uncertainties (manufacturing errors, initial
conditions, sensor accuracy and noise, etc.). This canreduce
the simulation-to-reality gap and improve the consistency of
performance among the same robot designs.

Sensitivity analysis

Thirteen mechanism parameters were selected for this study and
tested for their sensitivity in all 13 objectives. The SS-ANOVA
approach was used to estimate the interaction effects, and a two-
level reduced factorial algorithm was used to generate 1,024
designs.

The parameters selected are spring model parameters, a dynamic
parameter, and six kinematic parameters. The outcome is that
eight out of 13 parameters have a significant impact on the
robot’s overall performance across all objectives. The remaining
five parameters were set at constant values, which allowed us
to proceed with manufacturing and ordering most of the robot
components while performing optimization studies.

10  Futurities - Spring 2023
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Rough optimization

In this part, hundreds of designs were
generated in the first layer and tested in
the second layer. Among the resulting
34 designs that met the performance
requirements and did not violate any
constraints, we selected five Pareto
optimal designs, which were the best:
a) vertical hopper, b) acrobat, ¢) runner,
d) balancer, and e) the design with the best
overall performance.

To give an idea of the trade-off between
the performance of these designs, the best
running design expends 11% less energy
(drawn from the battery) on running at the
same speed as the design with the best overall
performance; however, it underperforms in
balancing and acrobatics. These results are
discussed extensively in [2].

In another study with the same approach,
we discovered skilled one-legged runners
that can achieve running speeds of up
to 22km/h; however, they had very poor
performance in the other tasks.

Refinement optimization

An additional round of optimization was
then performed to discover the maximum
theoretical performance of the designs.
The result was increased performance in
most objectives. For example, the best
runner increased its maximum hop height
by 5%.

Robustness analysis
In this study, we examine the robustness
of the designs discovered for the 13

objectives with respect to expected
variations in 15 design parameters.
Using modeFRONTIER’s robust design
optimization tool we generated 50 new
designs for each design in the Pareto front.
We did this using multimodal distributions
to model the uncertainty and then sample
them. For instance, fibreglass springs
were measured to have a difference in
their maximum stiffness of up to 3% when
tested on a tensile strength machine.

The results showed that even for slight
variations in the robot mechanism,
significant discrepancies can be observed
between the bestand average performance.

For example, the best acrobat, which
has a maximum hop height of 3m, was
found to have an average performance of
2.8m, which is 7% lower than expected.
The results indicate that this method can
help bridge the gap between simulation
and reality, justify inconsistencies in
performance, and can be used as an
additional evaluation criterion for design
selection [4].

Experimental results and
prototyping

Physical  prototypes must be built
and tested because no simulation or
mathematical model can capture every
detail of physical reality, so prototypes are
needed to serve as "ground truth".

The first complete prototype is presented
inimage 4 in Fig. 1. It has a length of 1.4m
with the hip fully extended and has a mass

About Istituto Italiano di Tecnologia (IIT)

The Istituto Italiano di Tecnologia (IIT), based in Genoa in ltaly, is a state-funded
foundation to conduct scientific research in the public interest for the purpose of
technological development. [IT aims to promote excellence in basic and applied
research and to foster the development of the national economy.

As of February 2023, IIT has produced about 18,000 publications, participated in
more than 380 European projects and more than 880 commercial projects, created
more than 1,290 active patents, formed 33 established start-ups, and has more
than 50 under due diligence. It has a network of five hubs in Genoa that form
its Central Research Laboratories, 11 other research centres around ltaly, and two
outstations located in the US at MIT and Harvard.

SPOTLIGHT @

of ~5.3kg. Image 5 also shows a frame
from the experimental results for balancing
for the first incomplete version, published
in [3].

Conclusion

The results of this case study show that
versatile robotic systems can be governed
by complex trade-offs, which may depend
on many factors including the system
components, their combined behaviours
and limitations, and the tasks for which
they are designed.

Moreover, in complex and highly dynamic
electromechanical systems, typical opti-
mization approaches tend to over-optimize
the model, which results in theoretical
performance that is unfeasible in practice.
In conclusion, building robots that are
efficient physical actors is not an easy
task, and designing them for widespread
commercial use renders imperative the
need for more systematic and scientifically
grounded approaches during their design
process.

For more information:

Antonios Emmanouil Gkikakis - IIT
antonios.gkikakis@gmail.com
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New robots in Europe can be workers’ best friends

More sophisticated robots are on the way, accelerating a drive to ensure
they help workers rather than take their places.

by Gareth Willmer

Researchers are ushering in a new
way of thinking about robots in the
workplace based on the idea of
robots and workers as teammates
rather than competitors.

For decades, the arrival of robots in the
workplace has been a source of public anxiety
over fears that they will replace workers
and create unemployment. Now that more
sophisticated and humanoid robots are actually
emerging, the picture is changing, with some
seeing robots as promising teammates rather
than unwelcome competitors.

"Cobot" colleagues

Take ltalian industrial-automation company
Comau. It has developed a robot that can
collaborate with — and enhance the safety of
— workers in strict cleanroom settings in the
pharmaceutical, cosmetics, electronics, food
and beverage industries. The innovation is

12 Futurities - Spring 2023

known as a “collaborative robot”, or “cobot”.

Comau's arm-like cobot, which is designed
for handling and assembly tasks, can
automatically switch from an industrial to a
slower speed when a person enters the work
area. This new feature allows one robot to be
used instead of two, maximizing productivity
and protecting workers.

“It has advanced things by allowing a dual
mode of operation,” says Dr Sotiris Makris, a
roboticist at the University of Patras in Greece.
“You can either use it as a conventional robot
or, when it is in collaborative mode, the worker
can grab it and move it around as an assisting
device.”

Makris was coordinator of the just-completed
EU-funded  SHERLOCK  project,  which
explored new methods for safely combining
human and robotic capabilities from what it
regarded as an often-overlooked research
angle: psychological and social well-being.

Creative and inclusive

Robotics can help society by carrying out
repetitive, tedious tasks, freeing up workers to
engage in more creative activities. And robotic
technologies that can collaborate effectively
with workers could make workplaces more
inclusive, such as by aiding people with
disabilities.

These opportunities are important to seize
as the structure and the age profile of the

‘ ‘ There is increasing

competition around
the globe, with new
advances in robotics.

Dr Sotiris Makris,
SHERLOCK




‘ ‘ You find interesting

differences in how
much the machine
and how much the
person should do.

Prof Giulio Jacucci
CO-ADAPT

European workforce changes. For example, the
proportion of 55-to-64-year-olds increased
from 12.5% of the EU’s employees in 2009 to
19% in 2021.

Alongside the social dimension, there is
also economic benefit from greater industrial
efficiency, showing that neither necessarily
needs to come at the expense of the other.

“There is increasing competition around
the globe, with new advances in robotics,”
says Makris, “That is calling for actions and
continuous improvement in Europe.”

Makris cites the humanoid robots being
developed by Elon Musk-led car manufacturer,
Tesla. Wearable robotics, bionic limbs and
exoskeleton suits are also being developed
that promise to enhance people’s capabilities
in the workplace.

Still, the rapidly advancing wave of robotics
poses big challenges when it comes to
ensuring they are effectively integrated into the
workplace and that people's individual needs
are met when working with them.

Case for SHERLOCK

SHERLOCK also examined the potential for
smart exoskeletons to support workers in
carrying and handling heavy parts in places
such as workshops, warehouses or assembly
sites. Wearable sensors and Al were used to
monitor and track human movements.

With this feedback, the idea is that the
exoskeleton can then adapt to the needs
of the specific task while helping workers
retain an ergonomic posture to avoid injury.
“Using sensors to collect data from how the

exoskeleton performs allowed us to see and
better understand the human condition,”
says Dr Makris. “This allowed us to have
prototypes on how exoskeletons need to
be further redesigned and developed in the
future, depending on different user profiles
and different countries.”

SHERLOCK, which has just ended after
four years, brought together 18 European
organizations in multiple countries from
Greece to ltaly and the UK working on different
areas of robotics.

The range of participants enabled the project
to harness a wide variety of perspectives,
which Dr Makris says was also beneficial in the
light of differing national rules on integrating
robotics technology.

As a result of the interaction of these
robotic systems with people, the software is
advanced enough to give direction to “future
developments on the types of features to have
and how the workplace should be designed,”
says Dr Makris.

Old hands, new tools

Another EU-funded project that ended this year,
CO-ADAPT, used cobots to help older people
navigate the digitalized workplace. The project
team developed a cobot-equipped adaptive
workstation to aid people in assembly tasks,
such as making a phone, car or toy —or indeed
combining any set of individual components
into a finished product during manufacturing.
The station can adapt workbench height and
lighting to a person’s physical characteristics
and visual abilities. It also includes features
like eye-tracking glasses to gather information
on mental workload.

That brings more insight into what all kinds of
people need, says Professor Giulio Jacucci,
coordinator of CO-ADAPT and a computer
scientist at the University of Helsinki in
Finland.

“You find interesting differences in how much
the machine and how much the person should
do, as well as how much the machine should
try to give guidance and how,” Jacucci says,
"This is important work that goes down to the
nuts and bolts of making this work."
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However cobot-equipped workplaces that can
fully tap into and respond to people’s mental
states in real-life settings could still be a
number of years away, he says.

“It is so complex because there is the whole
mechanical part, plus trying to understand
people’s status from their psychophysiological
states,” says Prof. Jacucci.

Meanwhile, because new technologies can
be used in much simpler ways to improve
the workplace, CO-ADAPT also explored
digitalization more broadly.

Smart shifts

One area was software that enables “smart-
shift scheduling™, which arranges duty
periods for workers based on their personal
circumstances. The approach has been shown
to reduce sick leave, stress and sleep disorders
among social welfare and health care workers.

“It is a fantastic example of how workability
improves because we use evidence-based
knowledge of how to have well-being-informed
schedules,” says Prof. Jacucci.

Focusing on the individual is key to the future
of well-integrated digital tools and robotics, he
says. “Let’s say you have to collaborate with
some robot in an assembly task,” he says,
“The question is: should the robot be aware
of my cognitive and other abilities? And how
should we divide the task between the two?”

The basic message from the project is that
plenty of room exists to improve and broaden
working environments. “It shows how much
untapped potential there is,” says Prof.
Jacucci.

Research in this article
was funded by the EU.

This article was originally published
in Horizon, the EU Research and
Innovation magazine.
ec.europa.eu/research-and-innovation/en/

horizon-magazine/new-robots-europe-can-
be-workers-best-friends
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Futuristic fields: Europe’s farm industry on cusp of

robotic revolution

From oxen to horses to tractors to robots: the European farm industry is
poised to undergo another innovative disruption - this time brought about

by artificial intelligence.

by Sofia Strodt

Artificial intelligence is set to
revolutionise agriculture by helping
farmers meet field-hand needs
and identify diseased plants.

In the Dutch province of Zeeland, a robot
moves swiftly through a field of crops including
sunflowers, shallots and onions. The machine
weeds autonomously — and tirelessly — day in,
day out.

“Farmdroid” has made life a lot easier for Mark
Buijze, who runs a biological farm with 50
cows and 15 hectares of land. Buijze is one
of the very few owners of robots in European
agriculture.

Robots to the rescue

His electronic field worker uses GPS and is
multifunctional, switching between weeding

14 Futurities - Spring 2023

and seeding. With the push of a button, all
Buijze has to do is enter coordinates and
Farmdroid takes it from there.

“With the robot, the weeding can be finished
within one to two days — a task that would
normally take weeks and roughly four to five
workers if done by hand,” he says. “By using
GPS, the machine can identify the exact
location of where it has to go in the field.”

About 12,000 years ago, the end of foraging
and start of agriculture heralded big
improvements in people’s quality of life. Few
sectors have a history as rich as that of farming,
which has evolved over the centuries in step
with technological advancements.

In the current era, however, agriculture has
been slower than other industries to follow one

tech trend: artificial intelligence (Al). While
already commonly used in forms ranging
from automated chatbots and face recognition
to car braking and warehouse controls, Al
for agriculture is still in the early stages of
development. Now, advances in research are
spurring farmers to embrace robots by showing

‘ ‘ Labour is one

of the biggest
obstacles in
agriculture.

Fritz van Evert,
ROBS4CROPS




‘ ‘ With this robot

everything is done
in the field.

Francisco Javier Nieto

De Santos
FLEXIGROBQOTS

how they can do everything from meeting field-
hand needs to detecting crop diseases early.

Lean and green

For French agronomist Bertrand Pinel, farming
in Europe will require far greater use of robots
to be productive, competitive and green —
three top EU goals for a sector whose output is
worth around €190 billion a year.

One reason for using robots is the need to forgo
the use of herbicides by eliminating weeds the
old-fashioned way: mechanical weeding, a task
that is not just mundane but also arduous and
time consuming.

Another is the frequent shortage of workers
to prune grapevines. “In both cases, robots
would help,” says Pinel, who is research and
development project manager at France-based
Terrena Innovation. “That is our idea of the
future for European agriculture.”

Pinel is part of the EU-funded ROBS4CROPS
project. With some 50 experts and 16
institutional partners involved, it is pioneering
a robot technology on participating farms in
the Netherlands, Greece, Spain and France.
“This initiative is quite innovative,” says Frits
van Evert, coordinator of the project. “It has not
been done before.”

In the weeds

Al in agriculture looks promising for tasks
that need to be repeated throughout the year
such as weeding, according to van Evert, a
senior researcher in precision agriculture at
Wageningen University in the Netherlands.

“If you grow a crop like potatoes, typically you
plant the crop once per year in the spring and

you harvest in the fall, but the weeding has to
be done somewhere between six and 10 times
per year,” he says.

Plus, there is the question of speed. Often
machines work faster than any human being
can. Francisco Javier Nieto De Santos,
coordinator of the EU-funded FLEXIGROBOTS
project, is particularly impressed by a model
robot that takes soil samples. When done by
hand, this practice requires special care to
avoid contamination, delivery to a laboratory
and days of analysis.

“With this robot everything is done in the field,”
De Santos says. “It can take several samples
per hour, providing results within a matter of
minutes.” Eventually, he says, the benefits
of such technologies will extend beyond the
farm industry to reach the general public by
increasing the overall supply of food.

Unloved labour
Meanwhile, agricultural robots may be in
demand not because they can work faster than
any person but simply because no people are
available for the job.

Even before inflation rates and fertiliser prices
began to surge in 2021 amid an energy
squeeze made worse by Russia’s invasion of
Ukraine, farmers across Europe were struggling
on another front: finding enough field hands
including seasonal workers. “Labour is one of
the biggest obstacles in agriculture,” says van
Evert. “It is costly and hard to get these days
because fewer and fewer people are willing to
work in agriculture. We think that robots, such
as self-driving tractors, can take away this
obstacle.”

The idea behind ROBS4CROPS is to create
a robotic system where existing agricultural
machinery is upgraded so it can work in
tandem with farm robots. For the system to
work, raw data such as images or videos must
first be labelled by researchers in ways than
can later be read by the Al

Driverless tractors

The system then uses these large amounts of
information to make "smart" decisions as well
as predictions — think about the autocorrect
feature on laptop computers and mobile
phones, for example.
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A farming controller comparable to the "brain”
of the whole operation decides what needs to
happen next or how much work remains to be
done and where — based on information from
maps or instructions provided by the farmer.
The machinery — self-driving tractors and
smart implements like weeders equipped with
sensors and cameras — gathers and stores
more information as it works, becoming
"smarter".

Crop protection

FLEXIGROBOTS, based in Spain, aims to help
farmers use existing robots for multiple tasks
including disease detection. Take drones, for
example. Because they can spot a diseased
plant from the air, drones can help farmers
detect sick crops early and prevent a wider
infestation.

“If you can’t detect diseases in an early stage,
you may lose the produce of an entire field, the
production of an entire year,” says De Santos.
“The only option is to remove the infected
plant.”

For example, there is no treatment for the
fungus known as mildew, so identifying and
removing diseased plants early on is crucial.
Pooling information is key to making the whole
system smarter, De Santos says. Sharing data
gathered by drones with robots or feeding
the information into models expands the
"intelligence" of the machines.

Although agronomist Pinel does not believe
that agriculture will ever be solely reliant on
robotics, he’s certain about their revolutionary
impact. “In the future, we hope that the farmers
can just puta couple of small robots in the field
and let them work all day,” he says.

This article was originally published
in Horizon, the EU Research and
Innovation magazine.

Research in this article
was funded by the EU.

gc.europa.eu/research-and-innovation/en/
horizon-magazine/futuristic-fields-europes-
farm-industry-cusp-robot-revolution
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Robotic bees and roots offer hope of healthier

environment and sufficient food

Miniature robots that mimic living organisms are being developed to
explore and support real-life ecosystems.

By Gareth Willmer

Robotics and Al can help build
healthier bee colonies, benefitting
biodiversity and food supply.

The robotic bee replicants home in on the
unsuspecting queen of a hive. But unlike
the rebellious replicants in the 1982 sci-fi
thriller Blade Runner, these ones are here to
work. Combining miniature robotics, artificial
intelligence (Al) and machine learning, the
plan is for the robotic bees to stimulate egg
laying in the queen by, for example, feeding
her the right foods at the right time.

Survive and thrive

“We plan to affect a whole ecosystem by
interacting with only one single animal, the
queen,” says Dr Farshad Arvin, a roboticist
and computer scientist at the University of
Durham in the UK. “If we can keep activities
like egg laying happening at the right time,
we are expecting to have healthier broods and
more active and healthy colonies. This will
then improve pollination.”

While that goes on above the surface, shape-
morphing robot roots that can adapt and
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interact with real plants and fungi are hard
at work underground. There, plants and their
fungal partners form vast networks.

These robotic bees and roots are being
developed by two EU-funded projects. Both
initiatives are looking into how artificial
versions of living things central to maintaining
ecosystems can help real-life organisms and
their environment survive and thrive — while
ensuring food for people remains plentiful.
That could be crucial to the planet’s long-
term future, particularly with many species
currently facing steep population declines as
a result of threats that include habitat loss,
pollution and climate change.

One of those at risk is the honeybee, a keystone
species in insect pollination required for 75%
of crops grown for human food globally.

Fit for a queen

The RoboRoyale project that Arvin leads
combines micro-robotic, biological and
machine-learning technologies to nurture the
queen honeybee’s well-being. The project is

funded by the European Innovation Council's
Pathfinder programme.

A unique aspect of RoboRoyale is its sole
focus on the queen rather than the entire
colony, according to Arvin. He says the idea
is to demonstrate how supporting a single
key organism can stimulate production in
the whole environment, potentially affecting
hundreds of millions of organisms.

The multi-robot system, which the team
hopes to start testing in the coming months,

‘ ‘ If we can keep
activities like egg laying

happening at the right
time, we are expecting
to have healthier
broods.

Dr Farshad Arvin,
RoboRoyale




‘ ‘ Biomimicry in

robotics and
technology will have
a fundamental role in
saving our planet.

Dr Barbara Mazzolai,
l-Wood

will learn over time how to groom the queen
to optimize her egg laying and production of
pheromones — chemical scents that influence
the behaviour of the hive.

The system is being deployed in artificial
glass observation hives in Austria and Turkey,
with the bee replicants designed to replace
the so-called court bees that normally interact
with the queen.

Foods for broods

One aim is that the robot bees can potentially
stimulate egg laying by providing the queen
with specific protein-rich foods at just the
right time to boost this activity. In turn, an
expected benefit is that a resulting increase in
bees and foraging flights would mean stronger
pollination of the surrounding ecosystem to
support plant growth and animals.

The system enables six to eight robotic court
bees, some equipped with microcameras,
to be steered inside an observation hive by
a controller attached to them from outside.
The end goal is to make the robot bees fully
autonomous.

The concept design of RoboRoyale robotic controller.
©Farshad Arvin, 2023

Prior to this, the RoboRoyale team observed
queen bees in several hives using high-
resolution cameras and image-analysis
software to get more insight into their
behaviour. The team captured more than 150
million samples of the queens’ trajectories
inside the hive and detailed footage of their
social interactions with other bees. It is now
analysing the data.

Once the full robotic system is sufficiently
tested the RoboRoyale researchers hope it
will foster understanding of the potential for
bio-hybrid technology not only in bees but
also in other organisms. “It might lead to a
novel type of sustainable technology that
positively impacts surrounding ecosystems,”
says Arvin.

Wood Wide Web

The other project, I-Wood, is exploring a very
different type of social network — one that is
underground.

Scientists at the Italian Institute of Technology
(IIT) in Genoa are studying what they call the
Wood Wide Web. It consists of plant roots
connected to each other through a symbiotic
network of fungi that provide them with
nutrients and help them to share resources
and communicate.

To understand these networks better and
find ways to stimulate their growth, I-Wood
is developing soft, shape-changing robotic
roots that can adapt and interact with real
plants and fungi. The idea is for a robotic
plant root to use a miniaturized 3D printer in
its tip to enable it to grow and branch out,
layer by layer, in response to environmental
factors such as temperature, humidity and
available nutrients.

“These technologies will help to increase
knowledge about the relationship between
symbionts and hosts,” says Dr Barbara
Mazzolai, an IIT roboticist who leads the
project. Mazzolai's team has a greenhouse
where it grows rice plants inoculated with
fungi. So far, the researchers have separately
examined the growth of roots and fungi. Soon
they plan to merge their findings to see how,
when and where the interaction between the
two occurs and what molecules it involves.
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The findings can later be used by I-Wood’s
robots to help the natural symbiosis between
fungiand roots work as effectively as possible.
The team hopes to start experimenting with
robots in the greenhouse by the end of this
year.

The robotic roots can be programmed to
move autonomously, helped by sensors in
their tips, according to Mazzolai. Like the way
real roots or earthworms move underground,
they will also seek passages that are easier to
move through due to softer or less compact
soil.

Tweaks of the trade

But there are challenges in combining
robotics with nature. For example, bees are
sensitive to alien objects in their hive and
may remove them or coat them in wax. This
makes it tricky to use items like tracking tags.

The bees have, however, become more
accepting after the team tweaked elements of
the tags such as their coating, materials and
smell, according to Arvin of RoboRoyale.

Despite these challenges, Arvin and Mazzolai
believe robotics and artificial intelligence
could play a key part in sustaining ecosystems
and the environment in the long term. For
Mazzolai the appeal lies in the technologies’
potential to offer deeper analysis of little-
understood interactions among plants,
animals and the environment.

For instance, with the underground web of
plant roots and fungi believed to be crucial to
maintaining healthy ecosystems and limiting
global warming by locking up carbon, the
project’s robotic roots can help shed light
on how we can protect and support these
natural processes. “Biomimicry in robotics
and technology will have a fundamental role
in saving our planet,” Mazzolai says.

This article was originally published
in Horizon, the EU Research and
Innovation magazine.
ec.europa.eu/research-and-innovation/en/
horizon-magazine/robotic-bees-and-roots-

offer-hope-healthier-environment-and-
sufficient-food
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Robot dogs take a walk on the wired side

The LeMo project’s dog-like robot is one of the first to have learned to
walk through reinforcement learning.

By Tom Cassauwers

Robots are learning to walk and
work. While robot dogs are not yet
man's best friend, real autonomy
and reasoning will make them useful
companions in industry, search and
rescue, and even space exploration.
But you must walk before you can
run and machines are learning
lessons from biology for better
walking robots.

The first chords of the 1960s Motown song Do
You Love Me by the Contours sound on the
speakers as the robots start to dance. Several
models, including a bipedal humanoid version
and a four-legged dog-like contraption are
seen dancing with each other. They shuffle, do
pirouettes, and swing.

Released by the US robotics company Boston
Dynamics the viral video of robots with legs
dancing created a stir at the end of 2020.
Reactions ranged from people suggesting
it was made using CGI (computer generated
imagery) to fear that the robots were going to
take over the world. Yet for all the impressive
engineering the video also showed the
limitations that legged robots face. Whereas
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for humans dancing is quite easy, for robots it
is incredibly hard, and the three-minute video
meant that every movement of the robots had
to be manually scripted in detail.

“Today robots are still relatively stupid,”
says Marco Hutter, professor at ETH Zurich
and expert in robotics. “A lot of the Boston
Dynamics videos are hand-crafted movements
for specific environments. They need human
supervision. In terms of real autonomy and
reasoning, we are still far away from humans,
animals or what we expect from science-
fiction.”

Yet these sorts of robots could be very
helpful to humanity. They could help us when
disasters strike, they could improve industrial
operations and logistics, and they could even
help us explore outer space. But for that to
happen we need to make legged robots better
at basic tasks like walking and teach them how
to do so without supervision.

Virtual learning

The European Research Council (ERC) project
LeMo is one of the investigations launched by
European researchers to make robots move

more autonomously. Their core premise is
that legged locomotion is not what it could be,
and that machine learning techniques could
improve it. LeMo is specifically focused on
so-called reinforcement learning.

“Reinforcement learning uses a simulation
to generate massive data for training a neural
network control policy,” explains Hutter, who
is also the project leader of LeMo. “The better
the robot walks in the simulation, the higher
reward it gets. If the robot falls over, or slips,
it gets punished.” The robot they use in the
project is a 50kg dog-like, four-legged robot.
On top of it are several sensors and cameras

‘ ‘ In terms of real

autonomy and
reasoning, we're still
far away from science-
fiction.

Marco Hutter,
LeMo



that allow it to detect its environment. This part
has become pretty standard for legged robots,
yet the advancement LeMo produces lies in
the software. Instead of using a model-based
approach, where the researchers program
rules into the system, like “when there is a
rock on the ground, lift up your feet higher”,
they “train” an Al-system in a simulation.

Here the robot's system walks over and over
through a virtual terrain simulation, and every
time it performs well it receives a reward.
Every time it fails it receives a punishment. By
repeating this process millions of times, the
robot learns how to walk through trial-and-
error.

“LeMo is one of the first times reinforcement
learning has been used on legged robots,”
says Hutter, “Because of this, the robot can
now walk across challenging terrain, like
slippery ground and inclined steps. We
practically never fall anymore.” Using this
technology, the ETH Zurich team recently
won a $2-million Defense Advanced Research
Projects Agency (DARPA) contest in which
teams were challenged to deploy a fleet of
robots to explore challenging underground
areas by themselves.

“Legged robots are already used for industrial
inspections and other observation tasks,” says
Hutter, “but there are also applications like
search and rescue and even space exploration
where we need better locomotion. Using

techniques like reinforcement learning we can
accomplish this.”

Natural inspiration

Another ERC project called M-Runners is
working on how to build legged robots that
work in outer space. Today when we launch
robots to places like the moon or Mars, they are
generally wheeled robots. These need to land,
and ride on, relatively flat pieces of terrain.
“But the interesting things for geologists are
not generally located in the flatlands,” says
professor Alin Albu-Schéffer of the TU Munich
and the German Aerospace Centre, “they are
found in places like canyons, where rovers
cannot easily go.”

This is why there is a strong interest in sending
legged robots up into space. But before we
can do that, more research needs to be done
on making them work better. M-Runner takes
inspiration from nature.

“Our hypothesis is that biology is more energy
efficient,” says Albu-Schaffer, “our muscles
and tendons have some elasticity. Animals,
like a horse galloping, use this elasticity to
store and release energy. Traditional robots on
the other hand are rigid and do not do that.”

This means that legged robots are not
as efficient as they could be. But really
understanding these processesand transferring
them to robots is quite a challenge. It requires
a deep understanding of biology, but also of
the mathematics behind how movements are

Robots with improved locomotive abilities can help in search and rescue operations and space exploration. © ETH
Zurich
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made and repeated. The complex system of
the limb with a high number of interdependent
parts like muscles, tendons, and bones works
together very closely to repeat movements
like walking or running. “Modelling this
mathematically is a scientifically unsolved
question,” says Albu-Schafer.

This is what the M-Runner project is trying
to solve and transfer to robots, a quest that
is heavily interdisciplinary. “We work on
biomechanics and biological ~ systems,”
says Albu-Schaffer, “but also neuroscience,
mathematics, and physics. In turn we build
tools that apply this to the actual robots.”

So far the project has already built a prototype
robot, a dog-sized variant, on which the
researchers are testing different types of
running and gaits. The eventual goal is to
apply this theoretical research into a role such
as space exploration. “We also think about low
gravity in simulations,” says Albu-Schéffer,
“the robot here can do more spectacular jumps
and stride farther.” Beyond this research,
legged robots are already becoming integrated
into our economy and society today. “These
machines are already in use,” says Hutter, “it
is not a household item yet. But in industrial
contexts it is getting more popular, and in
China even household use-cases are being
investigated.”

But their mass market appeal relies on these
robots becoming better at walking and acting
in the real world. Which is why more research
is needed. “Legged robots aren't just about
Boston Dynamics,” says Albu-Schéffer, “In
Europe cutting edge-research is also being
done, and we're seeing real advances in the
technology.”

This article was originally published
in Horizon, the EU Research and
Innovation magazine.

Research in this article
was funded by the EU.

gc.europa.eu/research-and-innovation/en/
horizon-magazine/robot-dogs-take-walk-
wired-side
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Education and healthcare are set for

The enhancement of human-machine interaction is expected to bring big
improvements in support for learning and access to healthcare.

By Caleb Davies

Robotics and Al are poised to
fundamentally change the future of
healthcare.

In a Swiss classroom, two children are
engrossed in navigating an intricate maze
with the help of a small, rather cute, robot.
The interaction is easy and playful — it is
also providing researchers with valuable
information on how children learn and the
conditions in which information is most
effectively absorbed.

Rapid improvements in intuitive human-

machine interactions (HMI) are poised to
kick off big changes in society. In particular,
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two European research projects give a sense
of how these trends could influence two core
areas: education and healthcare.

Child learning

In EU-funded ANIMATAS, a cross-border
network of universities and industrial
partners is exploring if, and how, robots and
artificial intelligence (Al) can help us learn
more effectively. One idea is around making
mistakes: children can learn by spotting and
correcting others' errors — and having a robot
make them might be useful.

“A teacher can't make mistakes,” says
project coordinator Professor Mohamed

Chetouani of the Sorbonne University in
Paris, France. “But robots? They could. And
mistakes are very useful in education.”

‘ ‘ Mistakes are

very useful in
education.

Professor Mohamed

Chetouani
ANIMATAS



Healthcare can
be 24/7.

Aki Harméa
PhilHumans

According to Prof. Chetouani, it is simplistic
to ask questions like “can robots help
children learn better?” because learning is
such a complex concept.

He says that, for example, any automatic
assumption that pupils who concentrate on
lessons are learning more isn’t necessarily
true. That’s why, from the start, the project
set out to ask smarter, more specific
questions that would help identify just how
robots could be useful in classrooms.

ANIMATAS is made up of sub-projects each
led by an early-stage researcher. One of the
sub-project goals was to better understand
the learning process in children and analyse
what types of interaction best help them to
retain information.

Robot roles

An experiment set up to investigate this
question invited children to team up with
the aptly named QTRobot to find the most
efficient route around a map.

During the exercise, the robot reacts
interactively with the children to offer tips and
suggestions. It is also carefully measuring
various indicators in the children’s body
language such as eye contact and direction,
tone of voice and facial expression.

As hoped, researchers did indeed find that
certain patterns of interaction corresponded
with improved learning. With this information,
they will be better able to evaluate how well
children are engaging with educational
material and, in the longer term, develop
strategies to maximize such engagement —
thereby boosting learning potential.

Future steps will include looking at how
to adapt this robot-enhanced learning to
children with special educational needs.

Help at hand

Aki Harmé, a researcher at Philips Research
Eindhoven in the Netherlands, believes that
robotics and Al are going to fundamentally
change healthcare.

In the EU-funded PhilHumans project that he
is coordinating, early-stage researchers from
five universities across Europe work with two
commercial partners —R2M Solution in Spain
and Philips Electronics in the Netherlands —
to learn how innovative technologies can
improve people's health.

Al makes new services possible and “it
means healthcare can be 24/7,” Harma says.
He points to the vast potential for technology
to help people manage their own health from
home: apps able to track a person's mental
and physical state and spot problems early
on, chatbots that can give advice and propose
diagnoses, and algorithms for robots to
navigate safely around abodes.

Empathetic bots

The project, which started in 2019 and will
run until late 2023, is made of up of eight
sub-projects, each led by a doctoral student.
One sub-project, supervised by Phillips
researcher Rim Helaoui, is looking at
how the specific skills of mental-health
practitioners — such as empathy and open-
ended questioning — may be encoded into
an Al-powered chatbot. This could mean that
people with mental-health conditions would
be able to access relevant support from
home, potentially at a lower cost.

The team quickly realized that replicating the
full range of psychotherapeutic skills in a
chatbot would involve challenges that could
not be solved all at once. It focused instead
on one key challenge: how to generate a bot
that displayed empathy. “This is the essential
first step to get people to feel they can open
up and share,” says Helaoui.

As a starting point, the team produced an
algorithmable to respond with the appropriate
tone and content to convey empathy. The
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technology has yet to be converted into
an app or product, but provides a building
block that could be used in many different
applications.

Rapid advances

PhilHumans is also exploring other
possibilities for the application of Al in
healthcare. An algorithm is being developed
that can use “camera vision” to understand
the tasks that a person is trying to carry out
and analyse the surrounding environment.

The ultimate goal would be to use this
algorithm in a home-assistant robot to help
people with cognitive decline complete
everyday tasks successfully.

One thing that has helped the project overall,
says Harmd, is the speed with which other
organizations have been developing natural
language  processors  with  impressive
capabilities, like GPT-3 from OpenAl. The
project expects to be able to harness the
unexpectedly rapid improvements in these
and other areas to advance faster.

Both ANIMATAS and PhilHumans are
actively working on expanding the limits
of intuitive HMI. In doing so they have
provided a valuable training ground for
young researchers and given them important
exposure to the commercial world. Overall,
the two projects are ensuring that a new
generation of highly skilled researchers is
equipped to lead the way forward in HMI and
its potential applications.

Research in this article was
funded via the EU’s Marie
Sktodowska-Curie  Actions
(MSCA).

This article was originally published
in Horizon, the EU Research and
Innovation magazine.
ec.europa.eu/research-and-innovation/

en/horizon-magazine/education-and-
healthcare-are-set-high-tech-boost
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By Gareth Willmer

Advanced robotics can help surgeons
carry out procedures where there is
little margin for error.

In a surgery in India, a robot scans a patient’s
knee to figure out how best to carry out a joint
replacement. Meanwhile, in an operating room
in the Netherlands, another robot is performing
highly challenging microsurgery under the
control of a doctor using joysticks.

Such scenarios look set to become more
common. At present, some manual operations
are so difficult they can be performed by only
a small number of surgeons worldwide, while
others are invasive and depend on a surgeon’s
specific skill.

Advanced robotics are providing tools that have
the potential to enable more surgeons to carry
out such operations and do so with a higher rate
of success. “We're entering the next revolution
inmedicine,” says Sophie Cahen, chief
executive officer and co-founder of Ganymed
Robotics in Paris.
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Robot assistants in the operating room promise

safer surgery

With extreme precision needed for certain medical operations,
state-of-the-art robots offer a way to make surgery easier, safer and more
successful.

New knees

Cahen leads the EU-funded Ganymed project,
which is developing a compact robot to make
joint-replacement operations more precise,
less invasive and — by extension — safer.

The initial focus is on a type of surgery called
total knee arthroplasty (TKA), though Ganymed
is looking to expand to other joints including
the shoulder, ankle and hip. Ageing populations
and lifestyle changes are accelerating demand
for such surgery, according to Cahen. Interest in
Ganymed’s robot has been expressed in many
quarters, including distributors in emerging
gconomies such as India. “Demand is super-
high because arthroplasty is driven by the age
and weight of patients, which is increasing all
over the world,” Cahen says.

Arm with eyes

Ganymed’s robot will aim to perform two main
functions: contactless localization of bones and
collaboration with surgeons to support joint-
replacement procedures.

[t comprises an arm mounted with “eyes”
that use advanced computer-vision-driven
intelligence to examine the exact position and
orientation of a patient’s anatomical structure.
This avoids the need to insert invasive rods and
optical trackers into the body.

Surgeons can then perform operations
using tools such as sagittal saws — used for
orthopaedic procedures — in collaboration
with the robotic arm. The “eyes” aid precision

‘ ‘ We’re entering the
next revolution in
medicine.

Sophie Cahen
Ganymed



by providing so-called haptic feedback, which
prevents the movement of instruments beyond
predefined virtual boundaries. The robot also
collects data that it can process in real time
and use to hone procedures further. Ganymed
has already carried out a clinical study on 100
patients of the bone-localization technology and
Cahen says it achieved the desired precision.

Now the firm is performing studies on the TKA
procedure with hopes that the robot will be fully
available commercially by the end of 2025 and
become a mainstream tool used globally. “We
want to make it affordable and accessible, so
as to democratize access to quality care and
surgery,” says Cahen.

Microscopic matters

Robots are being explored not only for
orthopaedics but also for highly complex
surgery at the microscopic level.

The EU-funded MEETMUSA project has been
further developing what it describes as the
world’s first surgical robot for microsurgery
certified under the EU’s “CE” regulatory regime.
Called MUSA, the small lightweight robot
is attached to a platform equipped with arms
able to hold and manipulate microsurgical
instruments with a high degree of precision.
The platform is suspended above the patient
during an operation and is controlled by the
surgeon through specially adapted joysticks.

Ina 2020 study, surgeons reported using MUSA
to ftreat breast-cancer-related lymphedema
— a chronic condition that commonly occurs
as a side effect of cancer treatment and is

MUSA’s robotic arms. Microsure BV, 2022

characterized by a swelling of body tissues as a
result of a build-up of fluids.

To carry out the surgery, the robot successfully
sutured — or connected — tiny lymph vessels
measuring 0.3-0.8mm in diameter to nearby
veins in the affected area.

“Lymphatic vessels are below Tmm in diameter
so it requires a lot of skill to do this,” says Tom
Konert who leads MEETMUSA and is a clinical
field specialist at robot-assisted medical
technology company Microsure in Eindhoven
in the Netherlands, “But with robots, you can
more easily do it. So far, with regard to the
clinical outcomes, we see really nice results.”

Steady hands

When such delicate operations are conducted
manually, they are affected by slight shaking in
the hands, even with highly skilled surgeons,
according to Konert. With the robot, this
problem can be avoided. MUSA can also
significantly scale down the surgeon’s general
hand movements rather than simply repeating
them one-to-one, allowing for even greater
accuracy than with conventional surgery.

“When a signal is created with the joystick, we
have an algorithm that will filter out the tremor,”
says Konert, “It downscales the movement as
well. This can be by a factor-10 or 20 difference
and gives the surgeon a lot of precision.”

In addition to ftreating lymphedema, the
current version of MUSA — the second, after a
previous prototype — has been used for other
procedures including nerve repair and soft-
tissue reconstruction of the lower leg.

SPOTLIGHT €
Next generation

Microsure is now developing a third version of
the robot, MUSA-3, which Konert expects to
become the first one available on a widespread
commercial basis.

This new version will have various upgrades,
such as better sensors to enhance precision
and improved manoeuvrability of the robot’s
arms. It will also be mounted on a cart with
wheels rather than a fixed table to enable
easy transport within and between operating
theatres. Furthermore, the robots will be used
with exoscopes — a novel high-definition
digital camera system. This will allow the
surgeon to view a three-dimensional screen
through gogagles in order to perform “heads-up
microsurgery” rather than the less-comfortable
process of looking through a microscope.

Konert is confident that MUSA-3 will be widely
used across Europe and the US before a
2029 target date. “We are currently finalizing
product development and preparing for clinical
trials of MUSA-3,” he says, “These studies
will start in 2024, with approvals and start
of commercialization scheduled for 2025 to
2026.”

MEETMUSA is also looking into the potential
of artificial intelligence (Al) to further enhance
robots. However, Konert believes that the aim of
Al solutions may be to guide surgeons towards
their goals and support them in excelling
rather than achieving completely autonomous
surgery. “I think the surgeon will always be
there in the feedback loop, but these tools
will definitely help the surgeon perform at the
highest level in the future,” he says.

Research in this article was
funded via the EU’s European
Innovation Council (EIC).

This article was originally published
in Horizon, the EU Research and
Innovation magazine.
ec.europa.eu/research-and-innovation/en/

horizon-magazine/robot-assistants-operating-
room-promise-safer-surgery
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WESTERN
MI